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The interaction of the HIV-1 protein transactivator of transcription
(Tat) and its cognate transactivation response element (TAR) RNA
transactivates viral transcription and represents a paradigm for
the widespread occurrence of conformational rearrangements in
protein-RNA recognition. Although the structures of free and bound
forms of TAR are well characterized, the conformations of the inter-
mediates in the binding process are still unknown. By determining the
free energy landscape of the complex using NMR residual dipolar
couplings in replica-averaged metadynamics simulations, we observe
two low-population intermediates. We then rationally design two
mutants, one in the protein and another in the RNA, that weaken
specific nonnative interactions that stabilize one of the intermediates.
By using surface plasmon resonance, we show that these mutations
lower the release rate of Tat, as predicted. These results identify the
structure of an intermediate for RNA-protein binding and illustrate a
general strategy to achieve this goal with high resolution.

RNA structure | NMR spectroscopy | metadynamics | exact RDC restraints |
tensor-free method

Essentially all biochemical reactions taking place in living or-
ganisms are associated with macromolecular recognition

events. A full understanding the molecular mechanisms un-
derlying such events requires the characterization of binding
intermediates, which are states that typically have lifetimes of
less than a millisecond and may comprise only 5–15% of the
conformational space of proteins (1) and nucleic acids (2, 3).
Protein-protein and protein-DNA intermediates have recently
been characterized at high resolution (4, 5), but despite consid-
erable advances (3, 6–8), high-resolution structures for protein-
RNA intermediates have not been reported yet.
To address this problem, we focused on the well-studied

process by which HIV, like other lentiviruses, hijacks the host
transcription machinery to activate transcription of the viral ge-
nome (9–13). In HIV, transactivation (Fig. S1) requires binding of
the transactivator of transcription (Tat) protein and the host
positive transcription elongation factor b (P-TEFb) complex (11)
to the transactivation response element (TAR), a 59-residue
RNA stem-loop (Fig. 1 and Fig. S1) with a highly dynamic
structure (10, 12, 13). The NMR structures of free TAR (14–16)
and of TAR bound to peptide fragments of Tat and to peptide
mimetics of Tat in HIV (16–20) and other lentiviruses (21, 22)
revealed the conformational properties of TAR in its free and
bound states, and demonstrated that this RNA molecule un-
dergoes significant dynamic rearrangements associated with its
functions. Although the TAR–Tat complex has become a paradigm
for the widespread occurrence of conformational rearrangements
and molecular adaptation in protein-RNA recognition, the path-
way and intermediates linking the free and bound states of TAR
are still unknown.

Results and Discussion
Determination of the Tat-TAR Free Energy Landscape. Following an
approach recently described for proteins (4) we identified Tat-
TAR binding intermediates from an analysis of the free energy

landscape of bound TAR. To implement this method, we con-
structed the free energy landscape of TAR bound to a cyclic peptide
mimetic of Tat (Tatpep) (20) (Methods) by performing replica-
averaged metadynamics (RAM) simulations (23) using NMR re-
sidual dipolar couplings (RDCs) as structural restraints (Fig. S2). In
these simulations, RDCs measured for the C8-H8, C2-H2, C5-H5,
C1′-H1′, and C4′-H4′ bonds in TARRNA (24) (Methods and Table
S1) were incorporated using the recently proposed ϑ-method (25).
These simulations exploit the fact that NMR measurements are
time- and ensemble-averaged, and it is thus possible to use them
for defining the wide range of conformations populated even by
highly dynamical RNA systems such as TAR (3, 5, 26–28).
We validated the results of the RAM simulations by back-calcu-

lating the values of the restrained and nonrestrained RDC data
(Table S2), as well as additional nonrestrained NMR data, including
NOEs (Fig. S3) and J-couplings (Fig. S4), from the RAM and un-
restrained [molecular dynamics (MD); Methods] ensembles and an
NMR structure [Protein Data Bank (PDB) ID code 2KDQ] (20) of
bound TAR (“static”). In all cases, we found very good agreement
between experiments and calculations, whereby the RAM ensemble
is consistently able to reproduce the NMR data better compared
with both the MD ensemble and the static structure (Table S3).

Free Energy Minima in the Tat-TAR Free Energy Landscape. The free
energy landscape that we determined from the RDC data reveals
three major free energy minima (Fig. 2A and Table S4). State I

Significance

All biochemical reactions in living organisms require molecular
recognition events. In particular, the interactions between
protein and RNA molecules are crucial in the regulation of gene
expression. However, the transient nature of the conforma-
tions populated during the recognition process has prevented a
detailed characterization of the mechanisms by which these
interactions take place. To address this problem, we report a
high-resolution structure of an intermediate state in protein-
RNA recognition. We determined this structure by using NMR
measurements as ensemble-averaged structural restraints in
metadynamics simulations, and validated it by performing a
structure-based design of two mutants with rationally modi-
fied binding rates.

Author contributions: A.N.B., C.C., G.V., and M.V. designed research; A.N.B., M.F.B., C.C.,
F.A.A., G.V., and M.V. performed research; A.N.B., M.F.B., C.C., F.A.A., G.V., and M.V.
contributed new reagents/analytic tools; A.N.B., M.F.B., C.C., F.A.A., G.V., and M.V. ana-
lyzed data; and A.N.B., C.C., F.A.A., G.V., and M.V. wrote the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.

Freely available online through the PNAS open access option.

Data deposition: The atomic coordinates and structure factors have been deposited in the
Protein Data Bank, www.pdb.org (PDB ID codes 5J0M, 5J1O, and 5J2W).
1To whom correspondence should be addressed. Email: mv245@cam.ac.uk.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1521349113/-/DCSupplemental.

www.pnas.org/cgi/doi/10.1073/pnas.1521349113 PNAS | June 28, 2016 | vol. 113 | no. 26 | 7171–7176

BI
O
PH

YS
IC
S
A
N
D

CO
M
PU

TA
TI
O
N
A
L
BI
O
LO

G
Y

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=SF1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=SF1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=SF2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=ST1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=ST1
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=ST2
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=SF3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=SF4
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=ST3
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental/pnas.201521349SI.pdf?targetid=nameddest=ST4
http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.1521349113&domain=pdf
http://www.pdb.org
http://www.rcsb.org/pdb/explore/explore.do?structureId=5J0M
http://www.rcsb.org/pdb/explore/explore.do?structureId=5J1O
http://www.rcsb.org/pdb/explore/explore.do?structureId=5J2W
mailto:mv245@cam.ac.uk
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1521349113/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1521349113


(75% of the sampled conformations) corresponds to the ground
state of the complex and is characterized by the presence of
essentially all of the TAR-Tatpep native contacts (<0.35 nm)
(Fig. 2B). States II and III (15% and 7% of the sampled con-
formations, respectively) correspond to intermediate states of
low population. State II is distinct from both the free and bound
TAR structures and exhibits a major structural difference in the
regions of TAR in contact with Tatpep, compared with the bound
state (Fig. 2B), consisting of sliding of the peptide away from the
apical residues toward stem I of TAR and significant restruc-
turing of its apical loop and bulge. State III is closer to the
structure of free TAR than to the structure of bound TAR. In
this third conformational minimum, nearly all Tatpep residues
lose native contacts with the two helical stems, bulge and residue
G34 in the apical loop of TAR. Conversely, U25 in the TAR
bulge gains a significant number of nonnative Tatpep contacts
(Fig. 2B).

Identification of the Tat-TAR Binding Intermediate. To assess whether
these intermediates are associated with the transition of TAR be-
tween the free and bound forms, we considered whether the global
and local characteristics of TAR in these states resemble the
characteristics of the free state (Tables S4 and S5), and whether the
native contacts between the bulge residues of TAR and the resi-
dues of Tatpep that are critical for binding (R3, R5, and I10) are
lost (Table S6). With these criteria, our calculations indicate that
state III, which is also higher in free energy than state II, has the
characteristics of an intermediate (referred to as ITat; Fig. 3 B and
D) on the binding pathway of Tat and TAR.
To validate state III as a binding intermediate, we used its

structure to design mutations rationally to alter the binding process
in a predictable manner. To achieve this result, we identified
specific interactions that stabilize the intermediate but are absent
in the ground state. We compared pairwise native contacts between

TAR and Tatpep residues in the ITat and ground state structures
(Fig. 3, Figs. S5–S8, and Table S6), focusing on isolating nonnative
interactions around the TAR bulge that stabilize ITat. The criteria
used for selecting suitable candidates for the structure-based design
of mutations for validation of ITat are as follows: (i) An interaction
should be predominantly present in the intermediate state and
absent in the ground state, (ii) it should be a unique feature that
does not involve multiple residues from TAR or Tatpep, and (iii) a
mutation that destabilizes it should minimally perturb the free
energy landscape of bound TAR while reducing the rate of release
of Tatpep. We observed that a nonnative hydrogen bond is stably
formed between the O2 of U25 and the η-amino group of R5 in
20% of ITat structures and is essentially absent in the ground state
(Fig. 3 C and D). Thus, the specific mutations (Fig. 3D) (i) 2-thio-
uracil at position 25 of TAR (2-thio-U25) and (ii) R5K in Tatpep
can be expected to destabilize the intermediate state while mini-
mally perturbing the ground state, thereby reducing the rate of
release of Tat from TAR.

Validation of the Tat-TAR Binding Intermediate. To validate the
structure of ITat using these mutants, we then used surface
plasmon resonance (SPR) experiments to obtain kinetic data
for the mutant and the wild-type TAR–Tatpep complexes (Fig. 4).
As predicted, we observe a slight decrease in dissociate rate
(Koff, −17%) for the 2-thio-U25 mutant compared with the
wild-type complex (Fig. 4 B and E), consistent with the weak-
ening of the hydrogen bond induced by the oxygen-to-sulfur
substitution (29) in the intermediate, resulting in an overall
decrease in Kd (−250%). Also in the R5K mutant, we observed
a decrease in Koff (−800%) (Fig. 4 A and D), whose substantial
value stems from the fact that through this single mutation, we
removed three interactions within the TAR–Tatpep complex:
(i) the U25:R5 H-bond, (ii) the R5:G28 pairing, and (iii) the
cation-π stacking interaction between R5 and U23 (Fig. 3 C
and D). The latter two interactions are, however, also present
in the ground state structures and impart major stability to the
TAR–Tatpep complex in general. Thus, the R5K mutation not
only destabilizes ITat but also reduces the overall affinity of the
Tatpep for TAR; thus, we also observe a significant increase in
Kd (+15-fold) for this mutant compared with the wild-type
complex (Fig. 4A). Thus, as predicted, the SPR experiments
show that when nonnative hydrogen bond interactions gained
in ITat are weakened, the rate of release of Tat from the
complex also decreases, thus establishing its relevance as an
intermediate between the free and bound forms of TAR in-
duced by peptide binding.

Conclusions
The HIV TAR–Tat interaction has been a subject of major at-
tention in the past two decades, both for understanding the
mechanism of transactivation and for development of anti-HIV
therapeutics (9–21, 30), and as a paradigm for the mechanism
underlying protein-RNA recognition and signaling observed in a
wide range of posttranscriptional regulatory processes. Our re-
sults reveal the structure of an intermediate in this interaction,
illustrating how the use of RDCs as structural restraints in
RAM simulations, particularly with further experimental valida-
tion through structure-based mutant design, provides a general
strategy for obtaining high-resolution structures of low-population
intermediates of RNA–protein complexes, which are very chal-
lenging for more conventional structure determination or dynamic
techniques.

Methods
Bound Structure of TAR. As a starting point for the calculations, and as a ref-
erence conformation to analyze the results, we used a previously determined
structure of the HIV-1 TAR bound to a 14-residue, cyclic peptidomimetic of the
HIV-1 Tat protein (PDB ID code 2KDQ) (20). In the absence of other binding
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Fig. 1. Schematic illustration of the sequence and secondary structures of
TAR and of the Tat mimetic used in this study. Apical region (residues 17–45)
of the HIV-1 TAR RNA element (A) and Tatpep (B) (20). (C) Tat binds to the
bulge region of TAR, whereas apical loop residues are contacted by the host
kinase P-TEFb (11) to form a strongly cooperative ternary complex (50) (Fig.
S1). We denote as ITat the intermediate state on this pathway.
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Fig. 2. Free energy landscape of the TAR–Tat complex. (A) Probability distribution of the RAM ensemble. The two coordinates used in the plot (which were
not used as CVs in the RAM simulations) are the rmsd values (RMSDF and RMSDB) of the TAR conformations in the RAM ensemble from existing NMR
structures of free or bound TAR (14, 20). Three distinct minima are observed: State I is the ground state of bound TAR with about 75% of the total sampled
conformations, whereas states II and III are intermediate states with 15% and 7%, respectively, of the sampled conformations. Structures present within these
minima are represented as ribbons for TAR and as solid bonds for the peptide. The coloring scheme for TAR ribbon representation is similar to the coloring
scheme followed in Fig. 1. The color bar indicates probability densities. (B) Total number of contacts (<0.35 nm) made by Tatpep residues (1–14) with TAR
nucleotides (17–45), and vice versa. The cyan-filled circles highlight the significant differences in contacts made by R3 and R5 between the ground and excited
states of bound TAR, whereas blue-filled circles highlight significant differences in contacts formed by U25. These distinct interactions arise within the three
states due to the dynamics of TAR. (Insets) Depiction of the location of the top five interactions in the corresponding conformation (ground and intermediate
states) of bound TAR. Because state III loses most of the native contacts between TAR and Tat, we identify it as an intermediate (denoted as ITat) along the
pathway of binding of Tat by TAR. As shown in the structure of ITat, the signature A22:U40 base pair is broken (C) and U25 makes specific, nonnative contacts
with R5 (D). The additional loss of the planar A27:U38:U23 base triplet is denoted as a broken surface below the G28, U25, and R5 interactions.
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partners, such as the human cyclin T1 and the Cdk9 kinase (11), Tat only makes
transient contacts with the TAR RNA and remains unfolded (17). TAR itself only
makes a partially ordered structure. Altogether, these properties have pre-
vented the high-resolution structural characterization of the wild-type TAR–Tat
complex to date, even if the complex of Tat and P-TEFb was completed (11).
Thus, as a model for Tat, we have used the cyclic peptide that binds to TAR with
greater specificity than the protein itself (20). Because of the similar charac-
teristics of the bound structures, the conclusions drawn for the binding mech-
anism of Tatpep are very likely to hold true for the wild-type Tat (20).

Measurement of RDCs. RDCs were measured in multiple alignment media for
the bound form of TAR as described previously (24). A summary of the media
used and of the number and types of the measured RDCs is provided in
Table S1.

RAM Simulations Using the ϑ-Method. Metadynamics is an approach for
constructing the free energy landscape of a system by allowing it to escape
local minima to explore the conformational space more efficiently (31), thus

accelerating the rate of sampling of rare events. In this work, we used it to
sample more effectively the free energy landscape corresponding to the
force field modified using RDC restraints (discussed below). Metadynamics
requires preliminary identification of collective variables (CVs) that describe
the phenomenon of interest and are used to construct the free energy
landscape of the system. In this work, we carried out RAM simulations
(23, 25) to incorporate NMR measurements as structural restraints according
to the maximum entropy principle (32–35). RAM simulations were carried
out by using the implementation in PLUMED version 2 (36).

Because we have set out to understand mechanistically how TAR transi-
tions between two distinct conformational states, we chose as CVs four
structural characteristics of TAR that can distinguish between its free and
bound forms. These characteristics are the A22:U40 (17, 37) and C30:G34
(17, 38, 39) base pairs; the U23:A27:U38 base triplet (16, 17, 19, 40, 41); and
the extent of base stacking between the bulge residues U23, C24, and U25
(16, 17, 37). The CVs for the base pairs and triplet were implemented in a
way that measures the number of hydrogen bonds between the residues
involved in the interaction. For example, a value of 0 for the A22:U40 CV

C D
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TatI

R5KI

A B

Fig. 3. Structure-based design of mutational variants to validate ITat. We compared the atomic-resolution structures of the ground state of the TAR–Tat
complex (A) and of the binding intermediate, ITat (B), to design mutations rationally to alter the TAR-Tat binding kinetics; the color code is the same as in Fig. 1
A and B. In the ground state, U25 is unpaired and unstacked (C), whereas in ITat, it makes nonnative hydrogen bonds with the η-nitrogen (blue-filled circle)
within the guanidium group of R5 through its O2 function (red-filled circle) (D). In these panels, the A27:U38:U23 base triplet is denoted as a solid surface,
other TAR residues are illlustrated in stick representations, and R5 is shown as a thick CPK model. Destabilizing this interaction by mutating U25 to 2-thio-U25
(ITat

U25U-2S) or R5 to K5 (ITat
R5K) is predicted to destabilize ITat. These mutations are expected to diminish the rate of release (Koff) of Tat from bound TAR, as

can be quantitated by SPR measurements (Fig. 4).
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signifies that the base pair is completely absent and a value of 2 denotes
that the base pair is stably formed. The extent of stacking between the
bulge residues was calculated as the distance (as mean square deviation) of
the instantaneous conformation in the simulation along the path joining
a representative free TAR conformation on one end and the bound form
conformation on the other end. These values are set to range from 1 for
conformations identical to the free TAR bulge conformation to up to 2
for conformations that are identical to the bound TAR bulge conformation.

For each conformation of TAR sampled during the simulations, RDCs were
back-calculated using the ϑ-method (25) (Supporting Information) using the
implementation in PLUMED version 2 (36). The restraint forces were derived
from the agreement between the experimental and calculated RDCs aver-
aged over the ensemble of instantaneous structures from all of the simu-
lated replicas. This approach generates an ensemble of structures according
to the maximum entropy principle (32–35).

All of the RDCs measured experimentally were pruned to remove those
RDCs with ≤2-Hz bond values and those RDCs that were back-predicted poorly
[via the singular value decomposition (SVD) method (42)], which, when re-
moved from the set, improved the prediction of the other RDCs, on a trial set
of TAR conformations generated by short restrained and unrestrained MD
simulations. After this pruning, we only restrained this set during the simu-
lations and the remaining data were used as “free data” for validation of the
simulations. Using Pf1 RDCs for ϑ-restraints is additionally advantageous be-
cause this medium is very widely used for aligning both proteins and nucleic
acids, but modeling of the Pf1 phage and its electrostatic interactions with
RNA involves several approximations that reduce accuracy (43).

MDSimulations.All simulationswere performed in the GROMACS 4.5 package
(44) using the Amber99bsc0 force field with the χ-parametrization (45). The
NMR structure of TAR bound to Tatpep (PDB ID code 2KDQ) (20) was used as
the starting conformation for the bound TAR simulations. One model from
this structure was placed in a truncated octahedron box with sides 12 Å
away from the molecule and solvated with transferable intermolecular po-
tential with 3 points (TIP3P) water (46) molecules. In addition to neutralizing
K+ ions, 100 mM MgCl2 was used. All ions were placed using the genion
utility in GROMACS, which randomly replaces water molecules with mon-
oatomic ions. The ion parameters were sourced from the Amber99 force
field. After energy minimization with the steepest descent method and then
with a low-memory Broyden–Fletcher–Goldfarb–Shanno quasi-Newtonian
minimizer, the system was simulated for 50 ps at 200 K without any pressure
coupling and with position restraints on both the RNA and peptide. Sub-
sequently, these position restraints were removed, and the temperature of
the system was raised to 298.15 K while simulating under constant number
of particles, volume, and absolute temperature (NVT) conditions of the
system for 100 ps. The macromolecule and its environment (water and ions
together) were separately coupled to a Nosé–Hoover thermostat (47) with a
coupling constant of 2 ps to maintain the temperature of the system. Next,

the system was coupled to the Parinello–Rahman barostat (48) with a cou-
pling constant of 1.5 ps, and eight different simulations were started under
constant number of particles, pressure, and absolute temperature (NPT)
conditions with different velocity seeds. These temperature and pressure
coupling constants were specifically optimized to yield stable simulations
with best statistics for control of temperature and pressure of the system
(data not reported). During the NPT simulations, the eight trajectories were
frequently analyzed for pairwise correlation between the root mean square
deviation (rmsd) of the sampled conformations and were terminated when the
average correlation between the rmsd values dropped to 0.26 (after ∼5 ns).

Subsequently, RDC restraints were switched on, and the eight NPT trajec-
tories were simulated in parallel as replicas in a single run. First, only the cor-
relation between the experimental and calculated RDCs was restrained using a
high force constant to obtain a value of ∼1 (25), and the effective scaling factor
was calculated as the inverse of the slope of the calculated vs. experimental
RDC values. Thereafter, the Q-factor was restrained to ∼0 using this optimized
scaling factor and an optimized force constant value (2,000 kJ/mol) until the
autocorrelation of the Q-factor for the ensemble-averaged RDCs of the eight
replicas fell to 0 (a further ∼3 ns). Finally, metadynamics were switched on in
the bias-exchange mode. Each CV as described above was imposed on two
replicas, and the trajectories were simulated until they converged.

For comparison, a RAM simulation using the same setup as described
above but without the RDC restraints was also performed separately for
bound TAR, resulting in the MD ensemble shown in Figs. S3, S4, and S9.

Test of Convergence of the Simulations. The convergence of the simulations
was tested for all simulations using the sum_hills utility in PLUMED version 2
(36) and METAGUI software (49). This procedure classified the statistically
significant sampled microstates into three basins, which correspond to the
three minima observed on the free energy surfaces of the TAR–Tat complex
(Fig. 2A). The population of each minimum was thus calculated as the
fraction of structures clustered into each of these three basins. Simulations
were considered to be converged if the history-dependent free energy
profiles constructed via the sum_hills are similar and the fluctuations be-
tween progressive profiles are minimal for the low-energy regions (Fig. S2).
Additionally, we continued the simulations until the free energy difference
between two small windows on the profiles equilibrated to about 0. This
analysis also provided us with an estimate of the equilibration time teq to
input into METAGUI. In METAGUI, simulations were considered to be con-
verged if the differences between free energy profiles during the time in-
tervals

�
teq, teq + tsim=2

�
and

�
teq + tsim=2, tsim

�
do not exceed kT (where tsim is

the total simulation time, k is the Boltzmann constant, and T is the tem-
perature in Kelvin at which the simulations were performed). Finally, structures
from the converged parts of the simulations were weighted according to
their free energies using METAGUI software and used to construct the RAM
and MD ensembles.

A

C D E

B

Fig. 4. SPR validation of ITat using the rationally designed mutants. SPR measurements for validation of ITat. In ITat
R5K, the Koff decreases significantly (by

800%, blue) compared with the wild type (red) (A), and in ITat
U25U-2S, it decreases by 17% (green) (B). (C–E) Individual SPR profile fittings for the wild-type ITat,

ITat
R5K, and ITat

U25U-2S. M, molar; RU, resonance units.
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Whereas the RAM ensemble revealed three distinct states (Fig. 2A), the control
simulation (MD) carried out using the same protocol but without RDC restraints
resulted in the identification of a single free energy minimum (Fig. S9). Similarly,
by using two additional sets of RDCs (acrylamide gel and glucopon-hexanol; Table
S1), we carried out control RAM simulations to obtain two additional free energy
landscapes of the TAR-Tat bound state (Fig. S10). In both cases, we found the
ground state to be close to the ground state obtained using Pf1 (Fig. 2A), although

for these control simulations, the smaller number of RDC restraints (Table S1) in
key positions in the TAR molecule (Fig. S11) resulted in intermediate state struc-
tures less accurate than those corresponding structure determined in Pf1 (Fig. 2A).
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RAM Simulations
We carried out MD simulations using the RAMmethod (23, 50),
which implements at the same time the NMR-derived structural
restraints as a correction to the force field (33) and the en-
hancement of the sampling due to the metadynamics approach
(31, 51) in the bias-exchange mode (52). In the bias-exchange
mode, the dynamics of each replica are biased in a direction that
changes stochastically with time (52). The sum of Gaussians is
then exploited for reconstructing iteratively an estimator of the
free energy (31, 51). This approach is highly effective in forcing
the system to escape from local minima and explore a complex
free energy landscape.
Metadynamics trajectories were postprocessed using METAGUI

(49). The sampled conformations were first clustered into sub-
states, and the free energies of each substate were computed by a
weighted-histogram procedure after allowing for a suitable equil-
ibration period in the simulation (23, 50). All of the conformations
from the converged part of the trajectory were extracted to build a
conformational ensemble (23, 50).

The ϑ-Method for Calculating RDCs. The RDC between two nuclear
spins can be written as (53)

D=Dmax
��
3 cos2 ϑ− 1

��
2
�
, [S1]

where γ1 and γ2 are the gyromagnetic ratios of the two spins, r is
their distance, ϑ is the angle between the internuclear vector and
the external magnetic field, Dmax =−μ0γ1γ2h=8π3r3 is the maxi-
mal value of the dipolar coupling for the two nuclear spins, μ0 is
the magnetic constant, and h is the Planck constant. The angular
brackets describe the thermal averaging over the orientation of
the internuclear vector with respect to the external magnetic
field. In isotropic solutions, the RDCs average to 0 because all
directions are equivalent. By contrast, if the solution is aniso-
tropic, as in the case of the addition of an alignment medium, the
rotational symmetry is broken, and nonzero values of the RDCs
may appear (53, 54).
Eq. S1 provides the RDC of a given internuclear bond vector

as a function of the angle ϑ between the vector and the magnetic
field, whose direction is usually taken as the direction of the z
axis. One can thus use the information about the ϑ-angles pro-
vided by the RDCs to refine the structures of proteins (25, 55,
56). In this approach, one asks if there is a structure that satisfies
at the same time all of the internuclear vector orientations

specified from the ϑ-angles with respect to the z axis. To im-
plement this strategy for structural refinement, we first max-
imized the correlation, ρ, between the calculated, Dcalc, and
experimental, Dexp, RDCs:

Vθ =−Kθ

�
ρ
�
Dcalc,Dexp�− 1

�
. [S2]

Once a high correlation is obtained, it is possible to find the
scaling factor for the RDCs as the slope of the line that fits
Dexp as a function of Dcalc. Having found the scaling factor, it
becomes possible to apply a more stringent restraining poten-
tial of the form

Eθ =Kθ

"
XN

i

�
Di

calc −Di
exp�2

#

, [S3]

where Di
calc is calculated as an average of the RDCs of instan-

taneous conformations of all of the replicas. In the implementa-
tion presented in Eqs. S2 and S3, the ϑ-method can be applied to
multiple bonds measured in a single alignment medium, al-
though it is possible to extend its use to multiple alignment
media (57). To extract the information about dynamics provided
by RDCs, we incorporated them as replica-averaged structural
restraints in MD simulations (25). To this effect, in Eq. S2, we
averaged the calculated RDCs over eight replicas of the RNA
molecule.

Selection of Representative Structures. The ensembles reported in
Fig. 2A were obtained from the basins constructed with the
METAGUI analysis package. First, the CV space was divided
into an n-orthotope (a hyperrectangle) regular grid, where n is
the number of CVs and the ith grid dimension ranges from
MIN(s(x)i) to MAX(s(x)i) and is spaced at d(s(x)i). Each con-
formation from all of the replicas in the RAM trajectory was
then assigned to a grid point based on the proximity of the in-
stantaneous values of the CVs in the conformation to the grid
point. The set of conformations thus grouped into the CV or-
thotope is called a “microstate.”Members in each microstate are
closer on the CV space but may not be correlated in time. Next, a
kinetic clustering of the microstates into kinetic basins based on
the approximate rate matrix between the microstates was per-
formed. The transition between microstates will be faster if they
belong to the same basin.
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Fig. S1. Schematic of the HIV-1 transactivation complex. HIV protein Tat recruits the human proteins cyclin T1 and CDK9 to the RNA element TAR in the HIV-1
LTR (in color). The human proteins are positive controllers of transcription elongation (P-TEFb) and phosphorylate the C-terminal domain (CTD) of RNA pol II
stalled in the HIV-1 LTR (in gray) while also phosphorylating negative factors that repress elongation, such as negative elongation factor (not shown for
simplicity). This phosphorylation increases the processivity of RNA pol II so that the HIV genome is transcribed efficiently. In addition to Tat, TAR interacts with
the cyclin T1 component of P-TEFb (9, 58).
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Fig. S2. Analysis of the convergence to equilibrium of the simulations. We used the sum_hills utility of PLUMED2 (36). In essence, by monitoring the time
evolution of the metadynamics bias potential, we verified that the fluctuations of the free-energy differences between the lowest energy minima along the
different CVs used in the simulations are smaller than the thermal energy kT and that the free energies profiles averaged over the converged segment of the
simulations are the same within kT. Each column shows the history-dependent free energy surfaces (FES, colored) of the simulations for five time points (16 ns,
32 ns, 48 ns, 64 ns, and 80 ns) and fluctuations of differences (ΔFES, black) between two relevant minima on these profiles. All replicas converge within 30 ns.
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Fig. S3. NOE validation of the RAM ensemble. To validate the RAM ensemble, we used NOE data previously reported (20). We present the average 1/r6

distances calculated as ensemble averages from the RAM (A) and MD ensembles (B) of bound TAR and their comparison with the upper (red) and lower (blue)
limits derived from the experimental NOEs. As in the RAM ensemble, we found no violation larger than 0.5 Å; this ensemble is in good agreement with NMR
data not used as restraints in the simulations. For comparison, in the MD ensemble, there is a violation larger than 0.5 Å corresponding to the H3′–H5 distance
in U31 in the TAR loop.
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U25) or apical loop (G34 and A35) and for ζ of U23 in the bulge and C29 in the apical loop, which are the most flexible residues in TAR. Most likely, these
residues occupy multiple conformational states, and the experimental J-couplings reflect the resulting averaging. Exceptionally, the γ of G26 in the second
helical stem of TAR is also seen to populate gauche− instead of the experimentally determined gauche+ population. Apart from these deviations, the un-
restrained ensemble shows one additional violation for the γ of G17, which is a very flexible link at the 5′-end of the RNA. Thus, the simulations produced
ensembles that, at least for the well-structured parts of TAR, are in excellent agreement with independent NMR observables.
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R3 interacts with phosphate of C24 R3 interacts with phosphate of U23

Fig. S5. Structural representation of relevant interactions in the intermediate state (A) vs. the ground state (B) of the TAR:Tatp complex. The interaction between
R3 and C24 (Table S6) is shown.
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Fig. S6. Structural representation of relevant interactions in the intermediate state. The interaction between T4 and C24 (Table S6) is shown.
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Fig. S7. Structural representation of relevant interactions in the intermediate state. The interaction between K6 and U25 (Table S6) is shown.
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Fig. S8. Structural representation of relevant interactions in the intermediate state. Interaction between G7 and U25 (Table S6).
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(A) Unrestrained (MD) ensemble of bound TAR. (B) Static (PDB ID code 2KDQ) (20) ensemble based on the rmsd of each conformation of TAR in the ensembles
from the free (RMSDF) and bound (RMSDB) TAR structures. Unlike the restrained ensemble, the unrestrained ensemble populates a single broad minimum.
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Fig. S10. Free energy landscapes of the control RAM ensembles of the TAR-Tat bound state using two additional sets of RDCs: acrylamide gel (A; Table S1) and
glucopon-hexanol (B; Table S1). The free energy landscapes are obtained using the rmsd of each conformation of TAR in the ensembles from the free (RMSDF)
and bound (RMSDB) TAR structures. For both acrylamide gel and glucopon-hexanol, we found the ground state to be close to the state obtained using Pf1 (Fig.
2A), although the smaller number of RDC restraints (Table S1) in key positions in the TAR molecule (Fig. S11) resulted in intermediate state structures different
from the intermediate structures different from those present in Pf1 (Fig. 2A).
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Fig. S11. RDCs in acrylamide gel and glucopon-hexanol provide a lower amount of information than RDCs in Pf1. As shown in Fig. S10, the smaller number of
RDC restraints (shown on the y axis) in acrylamide gel and glucopon-hexanol (Table S1) in key positions (residues 22–25 and 32–36 in the bulge and apical loop
regions, respectively, as shown on the x axis) in the TAR molecule resulted in intermediate state structures different from those present in Pf1 (Fig. 2A).

Table S1. Summary of RDCs used in the RAM simulations

Medium Total measured Total used

Pf1 67 58
Negatively charged gel 58 27
Glucopon-hexanol 48 33

RDCs were measured for C8-H8, C2-H2, C5-H5, C1′-H1′, and C4′-H4′ bonds
(24). RDCs with values smaller than the experimental errors (∼2 Hz) were not
considered in the analysis.

Table S2. Q-factors used for assessing the quality of the
structures

Structures Negatively charged gel Glucopon-hexanol Pf1

RAM 0.37 0.36 0.04
MD 2.24 0.97 0.82
Static 2.02 0.68 0.80 (0.24)

All values for average RDCs were calculated by fitting a single alignment
tensor to the entire ensemble. Pf1 RDCs were used to generate the re-
strained (RAM) and unrestrained (MD) ensembles of the TAR–Tat complex,
and the RDCs measured in negatively charged acrylamide gel and in gluco-
pon-hexanol media are considered free data only. For comparison, the re-
sults for an average NMR structure (PDB ID code 2KDQ) (20) of bound TAR
(Static) are also shown. The value in brackets denotes the Q-factor for the
RDC subset back-calculated as the ensemble average over all of the models
in 2KDQ.
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Table S3. Comparison of quality of the RAM and MD ensembles, and the 2KDQ structure

Structures

Negative gel Glucopon-hexanol Pf1

R M Q R M Q R M Q

RAM 0.94 3.57 0.37 0.92 2.71 0.36 1.00 0.49 0.04
MD 0.43 9.75 2.24 0.70 5.62 0.97 0.77 8.59 0.82
2KDQ 0.44 9.57 2.02 0.79 4.56 0.68 0.75 8.46 0.80 (0.24)

For comparing calculated and experimental RDCs, we used three different sets of RDCs (Table S1) and three
different comparison metrics: the Pearson’s coefficient of correlation (R), the rmsd (M, in hertz), and the Q-factor
(Q). All values were calculated as ensemble averages over all of the conformations sampled in the simulations.
Q-factors are given for average RDCs calculated by fitting a single-alignment tensor to the whole ensemble. The
RDCs measured in Pf1 were used to generate the restrained ensemble, whereas the RDCs measured in negatively
charged acrylamide gel and in glucopon-hexanol media were not used as restraints. The 2KDQ structure, which
was used in this study as the starting conformation, was determined using 25 RDCs from the Pf1 RDCs set. The
Q-factor for these 25 RDCs back-calculated as the ensemble average over all of the models in 2KDQ = 0.24.

Table S4. CVs used to characterize the three free energy minima in the RAM ensemble
(states I–III)

CV I II III

A22:U40 1.35 (0.17) 0.62 (0.15) 1.05 (0.19)
C30:G34 0.91 (0.12) 2.40 (0.59) 0.47 (0.08)
U23:A27:U38 1.90 (0.24) 3.15 (0.77) 2.03 (0.35)
Bulge stack 1.75 (0.22) 1.51 (0.37) 1.25 (0.22)
Type of state Ground state Metastable state, bound-like Metastable state, free-like

The first three CVs measure the number of hydrogen bonds between the residues involved in the interaction
specified, and the fourth CV is the distance (normalized to range from 1 to 2) along the path joining represen-
tative conformations of the bulge region in free and bound TAR. Values in brackets denote the SD. The three
free energy minima are illustrated in Fig. 2.

Table S5. Summary of the characteristic interactions in the free and bound forms of TAR

Structural features Bound TAR Free TAR

Coaxial stacking of the helical stems NMR structure (16, 37) —

Stacking of bulge residues — NMR structure (14, 17)
A22:U40 NMR structure (17, 37) NMR dynamics (59)
C30:G34 Mutagenesis (17, 38) NMR dynamics (3, 39)
U23:A27:U38 NMR structure (16, 17, 19, 21) —

Mutagenesis (16, 41)
MD simulations (40)

We also report the experiments that led to the characterization of these structural features. Bound TAR in the
table refers to TAR bound to argininamide (17, 19, 37), peptides derived from tat protein (16, 17), or a Tatpep
(20).
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