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ABSTRACT: Histone tails and their epigenetic modifications play crucial roles in gene expression regulation by altering the
architecture of chromatin. However, the structural mechanisms by which histone tails influence the interconversion between
active and inactive chromatin remain unknown. Given the technical challenges in obtaining detailed experimental
characterizations of the structure of chromatin, multiscale computations offer a promising alternative to model the effect of
histone tails on chromatin folding. Here we combine multimicrosecond atomistic molecular dynamics simulations of
dinucleosomes and histone tails in explicit solvent and ions, performed with three different state-of-the-art force fields and
validated by experimental NMR measurements, with coarse-grained Monte Carlo simulations of 24-nucleosome arrays to
describe the conformational landscape of histone tails, their roles in chromatin compaction, and the impact of lysine acetylation, a
widespread epigenetic change, on both. We find that while the wild-type tails are highly flexible and disordered, the dramatic
increase of secondary-structure order by lysine acetylation unfolds chromatin by decreasing tail availability for crucial fiber-
compacting internucleosome interactions. This molecular level description of the effect of histone tails and their charge
modifications on chromatin folding explains the sequence sensitivity and underscores the delicate connection between local and
global structural and functional effects. Our approach also opens new avenues for multiscale processes of biomolecular
complexes.

■ INTRODUCTION
Deciphering the behavior of histone tails within chromatin and
its epigenetic modulation is essential to fully understand the
detailed mechanisms that govern genome organization and
influence gene expression regulation. In eukaryotic organisms,
DNA and histone proteins self-assemble into nucleosomes that
are connected by DNA linker segments and other architectural
proteins including linker histones (LH).1 The core histone
proteins (H2A, H2B, H3, and H4) contain 10 positively

charged protein regions, known as histone tails, that account for
about a quarter of the histone core mass and extend from the
nucleosome surface.1a It is believed that the histone tails affect
chromatin compaction by mediating interactions with other
proteins, nucleosomes, and linker DNAs.2 Epigenetic changes,
including methylation, ubiquitination, acetylation, and phos-
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phorylation, exert their biological role by transforming
chromatin structure, either directly2c,d,3 or through the
recruitment of other molecular species.4

The structure of the histone tails is only partially
characterized crystallographycally.5 Although this suggests a
high degree of histone tail structural disorder, the extent of this
disorder is unknown, and despite recent advances,6 the detailed
mechanisms of tail-induced chromatin compaction and
epigenetic-driven changes remain obscure. Experiments assess-
ing the structure of wild-type versus chemically modified
histone tails within compact chromatin are challenging because
of the highly crowded environment of chromatin and the
difficulty of obtaining chromatin arrays with homogeneous
histone tail compositions. Circular dichroism (CD) analyses
have revealed that isolated H4 tail peptides display spectra
characteristic of random coils,7 that the total α-helical content
of histone tails attached to their nucleosomes is approximately
17%, and that hyperacetylation of all core and tail histones
increases the α-helical content by 64−100%.7 A previous CD
nucleosome study had reported a higher (30−35%) α-helical
content in the tails of H3 and H4 and suggested that such
folding is conditional upon DNA binding.8 More recently, an
amide hydrogen exchange and multidimensional NMR study of
12-unit compact oligonucleosomes suggested that the H3 tail is
protected from solvent exchange.6b However, this study does
not clarify whether the H3 tail has a defined secondary
structure or whether it adopts a disordered but compact
conformation; separately, it has been suggested that the histone
tails in the highly condensed arrays could remain flexible yet
simultaneously protected from solvent exchange on the
relatively short exchange time scales investigated.6a

In contrast, a disordered histone tail behavior has been
reported in a recent magic angle spinning (MAS) NMR
spectroscopy study of condensed 177 base pairs (bp) 17-unit
oligonucleosomes, which showed that residues 1−38 of H3 and
at least 1−21 of H4 N-terminal tails are flexible and remain
available for protein binding.6a Solution NMR measurements of
the nucleosome with full histone tails demonstrated that all
histone tail residues, except residues 16−22 of H4, have a
disordered conformation in solution and that a mimic of K16
acetylation (K16Q mutation) disrupts the folded region of H4.9

However, how well the K16Q mutation mimics K16Ac is
controversial because, while the acetylated version opens
chromatin, the mutation does not alter chromatin compac-
tion.2d,10 A combined CD and solution NMR study indicates
that both isolated H4-tail peptides and hyperacetylated forms
adopt extended and flexible structures.11

Computational studies of ever more complex biomolecules
(e.g., ref 12) provide detailed views, as well as mechanistic and
thermodynamic information, complementing experiments that
might lack the spatial resolution to provide a molecular
perspective of the problem. Hardware and software advances
have allowed several all-atom simulations of isolated histone
tails,13 tails with DNA,13a,14 and even nucleosomes15 with
explicit solvent and ions. All-atom molecular dynamics (MD)
simulations in both implicit16 and explicit solvent13b suggested
that the histone tail peptides are not fully disordered. Indeed, a
recent all-atom study has shown that H4K16Ac increases the
histone tail/DNA binding affinity.13a Simulations of nucleo-
somes with tails have shown that truncation of the H3 or H2A
tails alters the structure of the nucleosome core.15b Although
insightful, the longest trajectories of nucleosomes with tails this
far are about 100 ns,15b and those of isolated histone tails

consist of replica exchange MD (REMD) studies with 60 ns of
sampling per replica (or 3 μs of accumulated simulation
time).13b Such level of sampling might not be sufficient to
characterize histone tail structure and its role in internucleo-
some interactions (see Figure S1 showing lack of convergence
at 150 ns). In fact, a multiscale approach is ideally needed to
establish the conformational landscape of histone tails and
relate it to changes in chromatin structure.17

Here we link the dynamics of wild-type histone tails and of
lysine acetylated versions (a common epigenetic modifica-
tion)2c,18 to dinucleosome and oligonucleosome structure by an
unparalleled multiscale approach19 (see Figure 1 for an

overview of our study and Tables S1 and S2 for the set of
simulations performed). Our analyses indicate that while the
wild-type tails are highly flexible and disordered, the dramatic
increase of secondary-structure order by lysine acetylation
unfolds chromatin by decreasing the tails’ availability for crucial
fiber-compacting internucleosome interactions. This molecular
level description of the indirect structural effect of post-
translational modifications of histones on chromatin organ-
ization explains the sequence sensitivity and underscores the
delicate connection between local and global structural and
functional effects. Our approach also opens new avenues for
multiscale modeling of biomolecular complexes.

Figure 1. Overview of our multiscale computational study. We explore
the behavior of histone tails, its epigenetic modulation, and its impact
on chromatin compaction through a colossal multiscale study that
combines multimicrosecond all-atom molecular dynamics simulations
of dinucleosomes and histone tails with coarse-grained MC
simulations of 24-nucleosome arrays. We describe a dramatic change
in histone tail conformations due to lysine acetylation and reveal a
tightly orchestrated physical mechanism by which such epigenetic
modifications affect DNA accessibility.
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■ METHODS
To examine the structure and behavior of histone tails and their effects
on chromatin organization, we developed a multiscale computational
protocol that combines all-atom MD simulations of dinucleosomes in
explicit solvent (∼800,000 atoms; 4 μs) and histone tails (aggregated
time above 0.6 ms), with three state-of-the-art force fields and
validated by experimental NMR data, with Monte Carlo (MC) coarse-
grained modeling of chromatin fibers (24-nucleosomes). Our all-atom
simulations comprise about 1 order of magnitude more sampling than
previous studies, and our coarse-grained simulations study 80 different
oligonucleosomes to extrapolate our all-atom findings into the
nanoscale chromatin level. While the accuracy of atomistic models is
needed for an adequate description of epigenetic marks, within
chromatin their use is prohibitive due to the large number of degrees
of freedom involved (e.g., a 50-nucleosome array without solvent
contains more than 1 million atoms). Coarse-graining is one of the
only alternatives to model chromatin because it can dramatically
reduce the system dimensionality while maintaining essential physical
and chemical information. Our multiscale approach exploits the
advantages of both levels of modeling to perform a unique molecular-
level analysis of the effects of lysine acetylation in chromatin structure.
All-Atom Studies. All our all-atom studies were performed in

Gromacs 4.520 using explicit solvent and ions. Our simulations include
27 μs (accumulated sampling time per system) REMD simulations of
the four N-terminal histone tails (H4, H3, H2B, and H2A), the C-
terminal H2A tail (H2AC), five acetylated H4-tail states (H4K16Ac,
H4K12Ac, H4K12,16Ac, H4K5,8,12Ac, and H4K5,8,12,16Ac), one
acetylated H3-tail state (H3K14Ac), and two acetylated H2B-tail states
(H2BK20Ac and H2B K5,12,15,20Ac). In addition, we performed 4 μs
(accumulated sampling time) unrestrained simulations of dinucleo-
somes with wild-type tails and with H4K16Ac tails, and 1 μs
unrestrained MD simulations of all wild-type histone tails. Periodic
boundary conditions and the particle mesh Ewald method21 for long-
range electrostatics were used. We modeled the short-range repulsive
and attractive dispersion interactions via a Lennard-Jones potential
with a cutoff of 1.0 nm. We used the Settle algorithm22 to constrain
bond lengths and angles of water molecules and P-LINCS for all other
bond lengths, with an integration time step of 2 fs. For the
dinucleosome systems, we used virtual interaction sites20,23 together
with constraints between all bonded atoms to remove the hydrogen
vibrations and allow a time step of 4 fs. The temperature was kept
constant at 300 K by using the Bussi thermostat.24 The pressure was
kept constant and controlled by coupling the simulation box to a
pressure bath of 1 atm.25

To select the most adequate force field for our study, we repeated
our REMD simulations of the H4 and H4K16Ac tails with three
different force fields, namely AMBER99SB*-ILDN,26 AMBER99SB,27

and CHARMM36,28 and those of the other wild-type tails with two,
AMBER99SB*-ILDN and AMBER99SB. In addition, we validated the
H4 tail REMD ensemble against NMR chemical shifts (see below).
We then selected the force field AMBER99SB*-ILDN to carry out the
rest of the simulations. Force field parameters for acetylated lysines
were taken from29 for AMBER99SB*-ILDN and AMBER99SB
(Papageorgiou’s parameters) and from30 for CHARMM36 (Dejae-
gere’s parameters). To describe the nucleosomal DNA we used the
AMBER99+parmBSC031 force field. We used the TIP3P model32 to
describe the water molecules. All simulations were done with 150 mM
of sodium and chlorine ions, which were modeled using Dang’s
parameters.33 Table S1 lists all MD simulations and force fields used in
this work.
The initial structures for the wild-type histone tails and their

acetylated versions were prepared using VMD34 based on human
sequences from the UniProt Consortium.35 The lengths of the N-
terminal tails H3, H4, H2B, and H2A were defined as the first 38, 26,
23, and 14 residues of each histone, respectively, as done previously.13b

The C-terminal H2A tail was defined as the last 9 residues of the H2A
histone. Isolated histone tails were not capped in the N- or C-
terminus. The tails were placed in a simulation box large enough to
host the proteins completely unfolded (distance to the wall was 1.2

nm) and immersed in water. The systems were energy minimized,
then subject to 200 ps of restrained NVT simulation, and further
equilibrated during 1 ns in the NPT ensemble. The systems were then
simulated for 1 μs, starting with random velocities obtained from a
Maxwell−Boltzmann distribution at 300 K. For the analysis of the
simulations, we discarded the initial 100 ns as equilibration period. We
used the program STRIDE36 to determine the secondary structure
adopted by the histone tails and measure the average time it takes for
the different motifs to disappear. To define secondary structural
elements, STRIDE uses empirically derived hydrogen-bond energies
and compares φ−ψ backbone torsion angles with the α-helix and β-
sheet regions in a Ramachandran plot.37 The parameters of STRIDE
have been optimized based on visual assignments made by expert
crystallographers of protein structures. α-Helices start when two
consecutive amino acids have i→ i + 4 hydrogen bonds. The two edge
residues are only labeled as belonging to the helix if they have
adequate φ−ψ angles, which implies that the minimum size of
consecutive helical residues reported is three, not five. A similar
definition is used for 310-helices but considering i → i +3 hydrogen
bonds. β-sheets are assigned if at least two hydrogen bonds occur in
the sheet with adequate φ−ψ angles for the residues involved. From
the output of STRIDE, we obtained the maps of folding propensity
versus residue number by classifying the residues as being part of an
(a) α motif if they belong to a group of three consecutive residues
defined as either α- or 310-helix by STRIDE, or a (b) β motif if they
belong to a group of two consecutive residues that are defined as an
extended conformation by STRIDE.

The initial structures for our REMD simulations were taken from
our unrestrained MD simulations described above. REMD simulations
were performed using between 56 and 64 temperatures ranging from
300 to 450 K. The distribution of temperatures was chosen to
guarantee an average exchange probability of 25%, with the aid of the
temperature predictor of Patriksson and van der Spoel.38 The
exchanges between neighboring replicas were attempted every 50 ps.
Each system was simulated for 500 ns. The initial 100 ns were
discarded in the subsequent analysis. We then analyzed the lowest
temperature replica data with the program STRIDE36 to determine if
the histone tails adopt α or β structure, as define above. Following this,
we reshuffled the data and divided it in 40 ns subensembles to
compute the average and the standard deviation of the propensity of
each residue to form either α or β motifs among the subensembles. In
addition, for each histone tail we performed RMSD clustering as
implemented in the program g_cluster in Gromacs 4.520 using a total
of 25,000 structures collected at 20 ps intervals from the lowest
temperature replica and a cutoff of 0.2 nm. For this, external
translational and rotational motions were removed by minimizing the
RMSD distance of the Cα atoms with respect to those of the first
frame.

To probe the conformational dynamics of wild-type and acetylated
(H4K16Ac) histone tails in a nucleosomal environment, we performed
two sets of dinucleosome simulations each with a different starting
H4/H4 K16Ac setup. For the two sets, we stacked two nucleosome
particles (X-ray structure with PDB code 1KX5)39 on top of each
other following the positions and orientations of stacked nucleosomes
in the tetranucleosome crystal (X-ray structure with PDB code
1ZBB).40 For consistency with our REMD studies, the H4/H4 K16Ac
tail sequences were replaced with the human ones. In the first setup,
we attached an extended H4 structure from our REMD ensembles to
each nucleosome and oriented it to ensure that its N-terminal region
was placed near the acidic patch of its neighboring nucleosome (Figure
4a). In the second setup, the H4 tails were oriented toward the
nucleosomal DNA (Figure 4b). The dinucleosome systems were
embedded in a truncated octahedron box containing 203,778 water
molecules, leaving 2 nm between the nucleosome atoms and the edges
of the box. This separation is large enough to accommodate a fully
extended H3 tail, which is the longest one. We added 895 sodium ions
and 601 chlorine ions to balance the nucleosome charge and give an
ionic concentration of 150 mM NaCl. Each dinucleosome system was
energy minimized and simulated twice (two different random seeds)
for 500 ns. The first 100 ns of each trajectory were discarded.
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Validation of All-Atom Studies Using NMR Chemical Shifts.
We performed two-types of validations of our simulation ensembles
using experimental NMR chemical shifts of the histone tail H4
(residues 1 to 15) and the H4K16Q mutation (residues 1 to 17)
attached to their nucleosomes.9 The chemical shifts are available for all
the Cα, and amide N and H backbone atoms, and the Cβ atoms. First,
we used the experimental data to perform replica-averaged chemical
shift restrained MD simulations and generate an ensemble of
structures to compare against our REMD results.41 Second, we used
the predictor delta2D (δ2D)42 to calculate the propensity of the H4
tail to form α or β secondary structures based on the experimental
chemical shifts and compare against the folding propensities resulting
from our REMD ensembles.
In the replica averaging procedure, a set of chemical shifts were

computed with the Camshift43 method using the coordinates of the
atoms for which chemical shifts are available and averaging over 8
replicas. The chemical shift restraints are implemented in the Gromacs
engine via the Plumed44 package and the Camshift algorithm. A
quadratic potential based on the differences between the reference and
the computed average chemical shift is added as external penalty. The
strength of the interaction was adjusted to the highest possible value
that did not affect the stability of the trajectories.41 Two replicas were
biased using the metadynamics scheme,41,45 employing a time-
dependent energy deposition that helps overcome conformational
barriers. In one replica, we deposited Gaussian-shaped potential
energies every 500 MD steps (1 ps) on the underlying force-field
energy landscape based on the end-to-end distance of the H4 chain
using a Gaussian width of 0.1 nm and height of 0.1 kJ/mol. In another
independent replica we deposited energy with the same frequency on
the collective coordinate calculated as the number of hydrogen bonds
between all donors and acceptors. In this case, the height of the
Gaussian was also 0.1 kJ/mol, and the width was 0.5 hydrogen bonds.
We used a continuous expression for the number of hydrogen bonds
that involves counting the resulting product of two functions that
quickly drops from 1 to 0 at a cutoff value A0 for each possible
hydrogen bond. Each individual function is evaluated as (1 − (A/A0)

6/
(1 − (A/A0)

12. For each hydrogen bond, the distance between the
hydrogen and the acceptor (A = d) has a cutoff at A0 = d0 = 0.3 nm,
and the angle between the hydrogen-donor and hydrogen-acceptor
vectors (A = α) has a cutoff at A0 = α0 = 0.66π. Finally, we estimated

the secondary structure content in these restrained simulations and
compared against our REMD results.

Histone Tail Flexibility. To compare the relative flexibilities
between wild-type histone tails and their acetylated version, we
computed the tails’ persistence lengths Lp. The persistence length is a
common measure of protein flexibility: the lower the persistence
length, the higher the flexibility. While, in statistical terms, systems
with contour lengths, L, that satisfy L ≪ Lp are rigid and maintain an
average straight conformation with a preferred tangent direction,
systems with L ≫ Lp are flexible and bend spontaneously. Systems in
which L is comparable with Lp are considered semiflexible, and their
structural rearrangements are determined by the competition of the
thermal energy and the bending rigidity. For each tail, we computed
the persistence length from the lowest temperature replica based on
the projection of the end-to-end vector (R) with respect to its initial
direction (r1),

46 as follows
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Here ri is the vector joining the ith and (i + 1)th Cα atom, l is the
distance between Cα atoms (l = 0.38 nm), and N is the total number of
residues in the histone tail. To compute θ1i, the angle between vectors
r1 and ri, we used the program g_sgangle in Gromacs 4.5.20 We define
the contour length of the tails as the number of amino acids in each tail
multiplied by l. An illustration of the definition of the persistence
length is given in Figure S2.

Chromatin Coarse-Grained Simulations with Flexible and
Folded Tails. To link our all-atom findings to the level of nanoscale
chromatin, we carried out oligonucleosome coarse-grained simulations
that explore the effects of histone tail folding. These coarse-grained
studies compare the behavior of 24-nucleosome systems without LH
and two different DNA linker lengths (35 and 62 bp) with eight
different concentrations (0, 5, 10, 25, 50, 75, 90, and 100%) of folded
histone tails. In addition, we also include simulations in which we have
reduced the charge of the H4 and H3 tails by 1e due to
monoacetylation but kept the flexibility unaltered. Our coarse-grained
model17a−c,e,47 captures several key features of chromatin fibers,
including electrostatics, DNA and nucleosome mechanics, structural
irregularity, and histone tail flexibility, and averages out other effects

Figure 2. Transient secondary structure populations in the wild-type histone tails. (a) Illustration of histone tails (H4 in green, H3 in blue, H2B in
magenta, H2A in yellow, and H2AC in orange) extending out of the nucleosome surface (PDB 1KX5). (b) Ensemble average and standard deviation
(SD) of the percentage of residues in each of the different histone tails calculated from the last 400 ns of the 300 K REMD trajectory (SD computed
by block average using 40 ns windows). The percentages of residues forming α-helices (red exterior line), β-strands (blue exterior line), and their
sum (black exterior line) are shown separately. (c) Folding propensity, i.e., fraction of configurations that each residue adopts α-helical (red) or β-
strand (blue) structural motifs. The sequence for each tail is shown. (d) Illustration of cluster with the highest population with folded residues for H4
(first cluster with 12.54% population, ninth with 2.49%, and 11th with 2.00%), H3 (first with 4.15%, third with 3.77%, and fourth with 3.75%), and
H2B (second with 9.08%, fifth with 3.08%, and %, and sixth with 2.00%). The α-helical motifs are colored in red, while β conformations are in blue.
The black sphere indicates the last residue of the N-tail (point of attachment to the nucleosome).
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like protein/DNA sequence effects, hydrogen bonding, atomistic
fluctuations, and solvation. In essence, our model represents the
nucleosome with wrapped DNA but without histone tails as an
electrostatic object with Debye−Hückel charges;47a,c DNA linkers are
described as chains of charged beads by a combined worm-like-chain
model;48 histone tails are treated as chains of charged beads with
parameters that mimic their atomistic behavior;17b and sampling of
phase space is achieved through a MC algorithm. Unfolded histone
tails are described as flexible worm-like chains using our original
model.17a In addition, transient populations of folded tails are
incorporated as almost rigid entities with equilibrium configurations
taken from the highest populated folded structure obtained for each
tail in the lowest temperature replica of our REMD simulations.
Specifically, to model folded tails, as done in our original model, we
assign one bead per each five amino acids, center the bead at the Cβ

atom of the middle amino acid, and assign to each bead the total
charge of the five amino acids it represents. An image showing the
histone tail beads overlaid on top of all-atom histone tails (extended
and folded) and giving the sequence of amino acids grouped in each
bead and the bead charge is presented in the Figure S3. To limit tail
flexibility, we increase the stretching, bending, and torsional intertail-
bead force constants by a factor of 100. Despite being almost rigid, the
tails can spontaneously fold/unfold through a tailored MC move (see
Supporting Information) that attempts transitions between folded and
flexible tails. This allows us to explore the whole conformational
ensemble of oligonucleosomes with a given percentage of folded tails.
For our additional simulations exploring the effects of charge reduction
due to acetylation, we have decreased by 1e the charges of the tail
beads that contain residues H4K16 and H3K14 but have kept the
flexibilities of the tail unaltered. The simulations were performed at
physiological conditions; this is, a temperature of 298 K and a high
monovalent salt concentration of 150 mM NaCl. Every simulation set
includes 12 trajectories that cover the mean DNA twist angle and twist
deviations of +12 and −12° about the mean twist to mimic natural
variations, as done previously.17c Each simulation trajectory was run
for up to 50 million MC steps. The last 5 million steps were used for
statistical analysis. Convergence of these simulations is reached well
before 45 million MC steps as shown elsewhere.17c For our initial
configurations, we use representative zigzag equilibrium conformations
for oligonucleosomes with flexible tails obtained previously.17c For
more details on our coarse-grained model see refs 17b, c, and 47e and
the Supporting Information.

■ RESULTS

Histone Tails Are Structurally Highly Heterogeneous.
Our massive REMD simulations of the five different isolated
histone tails in explicit solvent (Table S1) confirm that histone
tails are mostly unstructured and exhibit only transient
secondary structural elements.6a,9,13b,16b The conformational
ensembles obtained at physiological conditions (150 mM
monovalent salt and room temperature) contain only a small
(<15%) fraction of residues with α-helical or β-strand
conformations (Figure 2a). For the H4 tail, the most abundant
structure is an antiparallel β-hairpin (KGG 12−14 and VLR
21−23) connected by a six-residue loop with four positively
charged residues (15−20 AKRHRK). The H4-tail transient α-
helical motifs and the α-helical/β- motifs for the rest of the tails
are short (i.e., formed by only 3−6 residues per tail) and highly
diverse (i.e., many different motifs are formed by combinations
involving most residues), which illustrate the overall structural
disorder of histone tail conformations. Figure S4 provides
examples of the most populated folded structures with higher
atomic detail. These motifs are compact and able to fit within a
compact dinucleosome structure (see Figure S5), short-lived
(i.e., ∼48 and 88 ps for α-helical and β- strand H4 structures,
respectively), and highly heterogeneous (Figure 2b,c). Esti-
mated persistence-to-contour-length ratios from the MD

ensembles (see Table S3) measure the length scale over
which histone tails remain relatively straight. Even though the
tails adopt transient secondary structural elements, their
persistence-to-contour-length ratios are smaller than one.
Thus, histone tails are flexible and display a high degree of
histone tail bending from thermal fluctuations (Table S3). The
persistence lengths we obtain for the five histone tails are
consistent with experimental values of flexible random coiled
proteins of similar sizes (0.480.63 nm) and 1 order of
magnitude smaller than that of polyproline (4.4 nm) which is
considered the stiffest homo-oligopeptide49 (Table S3). The
histone tail values are also much smaller than the measured
persistence lengths of DNA (50 nm)50 and chromatin fibers
(diverging between 30 and 200 nm51), highlighting their high
flexibility within the chromatin context.
To control for the effects of the specific force fields used in

the simulations, we repeated the simulations for the H4 tail
with three different state-of-the-art force fields (see Tables S1
and S2) and validated the resulting ensembles using chemical
shifts of histone tails measured for reconstituted nucleoso-
mes.6b Calculations with the different force fields reveal nearly
identical results (Figure S6). Our simulations agree well with
the experimental data that shows that folding of H4 deviates
from a fully random coil behavior (Figure S6). For further
control, the atom-type-averaged chemical shifts calculated from
our H4 tail ensembles also deviate from a complete random coil
sequence-based prediction.52 Furthermore, the folding propen-
sities obtained with our additional restrained simulations that
satisfy the experimental chemical shifts and those from our
REMD simulations with the AMBER99SB*-ILDN26 force field
deviate from the folding propensities calculated using
experimental chemical shifts almost identically.

Epigenetic Modifications Can Change Histone-Tail
Flexibility. REMD simulations of acetylated H4, H3, and H2B
tails examine how the tails’ structure and behavior is altered by
lysine acetylation. We focus on these three tails because they
have been reported to be most influential in chromatin
architecture regulation53 and on lysine acetylation because
this important modification for gene regulation is commonly
present in transcriptionally active chromatin and is thought to
directly affect chromatin structure.18 For instance, hyper-
acetylation of histones is present in open sea urchin chromatin
(with linker DNAs of 61 bp)54 and correlates with
decondensed yeast chromatin (∼18 bp linker DNAs55).56 In
addition, monoacetylation is associated with both open
chromatin (H4K16Ac),2c,d and with silent and compact
chromatin (H4K12Ac).57

Lysines are present in four H4-tail residues (5, 8, 12, and 16),
seven H3-tail residues (4, 9, 14, 18, 23, 27, and 36), and six
H2B-tail residues (5, 11, 12, 15, 16, and 20). Among all the
possible mono and polyacetylated states, we study two
monoacetylated (K12Ac and K16Ac) and three polyacetylated
states (i.e., K12 and 16Ac, K5, 8, and 12Ac, and K5, 8, 12, and
16Ac) for H4; for H3, we study one monoacetylation (K14Ac);
and for H2B one monoacetylation (H20Ac) and one
polyacetylation (K5,12,15,20Ac) (see Table S1 for a list of all
cases analyzed). Comparing H4K16Ac versus H4K12Ac allows
us to determine whether lysine acetylation has a sequence
specific effect. We analyze H3K14Ac and H2BK20Ac because
their presence is correlated to transcription activation.58 Finally,
we study the polyacetylated states to analyze the additivity or
cooperativity properties of lysine acetylation.
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We find that K16Ac increases the overall propensity of H4
residues to adopt both α-helical and β-strand conformations by
about 50% (Figure 3a) and increases the persistence length by

41%, thereby decreasing the flexibility of the tail (Table S4),
consistent with previous theoretical suggestions13a and with CD
data showing that lysine acetylation of all core and tail histones
increases the α-helical content of the nucleosome by 64−
100%.7 An illustration of the larger space covered by H4 versus
H4K16Ac during a 1 μs-long MD simulation is shown in Figure
S7.
The greater effect of H4K16Ac over H4K12Ac as well as the

polyacetylated states (Figure 3a,b) suggests that acetylation
effects are sequence dependent, nonadditive, and not explained
by histone charge reduction alone. Namely, acetylation
dramatically increases not only the α-helical propensity of
K16 but also of the two residues preceding it (14−15), from
around 7% to 21%. The stabilization of this three-residue α-
helix brings residues 10−12 and 18−19 closer together,
favoring a β-hairpin conformation not observed in the wild-
type H4 (Figure 3c). We also observe that acetylation increases
slightly the β-strand propensity of residues 12−14 and 21−23,
due to the stabilization of both the β-hairpin loop (mainly
formed by positively charged residues) and the N-termini-to-C-
termini partially negative-to-partially positive dipole in residues
12−16 (KGGAKAc). Thus, removal of the positive charge
upon acetylation turns K16 into a more efficient C-terminal cap
for the β-hairpin that H4 transiently samples and allows
stronger dipolar interactions among the two β strands.59 By

contrast, K12Ac decreases formation of β-hairpins, possibly due
to the destabilization of the overall β-strand dipole.
Consistently, the K12,16 diacetylation increases the propensity
for folding compared to the wild-type tail, but decreases it
compared to K16Ac alone. The tri- and tetraacetylated cases
show similar structural patterns with a preference toward α-
helix formation and a similar total folding compared to the
wild-type tail. For H3 and H2B, the monoacetylations analyzed
do not change tail behavior significantly, but the H2B
tetraacetylation increases notably helicity and stiffness of H2B
(see Supporting Information and Figure S8); these observa-
tions further support the sequence-dependent role of lysine
acetylation.

A Decrease of Histone Tail Disorder Limits Inter-
nucleosome Interactions in Dinucleosomes. Our 1 μs
explicit-solvent all-atom dinucleosome simulations (Figure 4)
investigated the role of histone tails in dinucleosome
interactions by comparing the number of histone tail-mediated
nucleosome−nucleosome contacts between two stacked
nucleosomes with wild-type versus H4K16Ac tails. Our
dinucleosome models were built using the positions and
orientations of two stacked nucleosomes in the tetranucleo-
some crystal. As observed in Figure 4, the two nucleosomes are
laterally displaced with respect to each other, mimicking the
disposition of nucleosomes in experimentally based chromatin
models.40,60 We have explored two simulation setups, each with
a different starting configuration of the H4 tails. In the first
setup (setup a; Figure 4a), the H4 tails extend from their point
of attachment on their parent nucleosome to the acidic patch of
their neighboring nucleosome; this setup is expected to occur
within compact chromatin. In the second setup (setup b; Figure
4b), the H4 tails extend from their point of attachment on their
parent nucleosome toward the nucleosomal DNA. Our
simulations reveal that the dinucleosome with wild-type tails
in setup a, in which the H4 tails can interact with their
neighboring acidic patch within the time scale of our
simulations, are stabilized by 40% more internucleosome
interactions than that in setup b.
For both setups, the average number of H4-mediated

internucleosome contactsthe sum of tail contacts with the
neighboring DNA and with the neighboring proteins
decreases significantly in the presence of H4K16Ac (by 119
contacts in setup a, and by 77 contacts in setup b; Figure 4c).
The total number of DNA/H4 tail contacts is not notably
altered upon acetylation (Figure 4c), suggesting that acetylation
decreases the ability of the H4 to extend and reach the
neighboring nucleosome but not the binding affinity of the H4
tail with the DNA. An all-atom umbrella sampling study of H4
with DNA had showed that the free energy stabilizing the
DNA/H4 bound states increases upon K16 acetylation.13a

Histone Tail Folding Triggers Chromatin Fiber Open-
ing. Changes in the structure of histone tails can dramatically
impact chromatin organization since the tails provide crucial
bridging interactions with the charged surfaces of neighboring
nucleosomes (nonparental nucleosome) and the linker DNAs
joined to other cores (nonparental linker DNA). Clearly, many
factors affect chromatin structure in a cooperative way. Indeed,
different internal and external factors favor different fiber
organizations,61 and a fluid polymorphic structure, including
irregularly folded 10 nm fibers, is more consistent with the
heterogeneous conditions of in vivo chromatin.17e,62 The length
of the DNA linking consecutive nucleosomes is an important
factor affecting chromatin organization, and its effects are

Figure 3. Effect of the acetylation of different lysine residues in the H4
tail. (a) Percentage of residues in various lysine-acetylated tails with
secondary structure motifs. (b) Effect of acetylation in the folding
propensity for each residue separated by α-helical and β strand
structural motifs. (c) Illustration of highest populated clusters with
folded resides. α-Helical motifs are colored in red, while β
conformations in blue. The black sphere indicates the last residue of
the N-tail (point of attachment to the nucleosome), while the yellow
sphere denotes the acetylated lysine.
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intertwined with LH presence, ionic conditions, and other-
s.17c,e,47e,63 The linker DNA length varies within and across
species, tissues, cell-cycle states, and even within single
chromatin arrays. While transcriptionally active cells are
characterized by short-to-medium linker DNA lengths of
∼7−42 bp, mature inactive cells have medium-to-long values
of ∼43−93 bp.63b Linker DNA variations also change the way
in which histone tails interact with other chromatin
components and thus affect chromatin structure overall.17c,e,63a

Our oligonucleosome coarse-grained model17a−c,e (see
Methods section, Figure 5a, and Supporting Information),
which has been developed and validated over the past 10
years,17a−c,e,47 has a DNA−DNA interbead separation of ∼9 bp
and can thus treat chromatin with linker DNA lengths of 26, 35,
44, 53, 62 bp, etc. Using this model we compare the degree of
compaction of 24-nucleosome arrays without LH (more
relevant to acetylation)2d under physiological conditions of
monovalent salt and two different linker DNA lengths (35 and

62 bp, corresponding to nucleosome repeat lengths of 182 and
209 bp, respectively). We analyze 80 different fibers with
different distributions of folded-and-semirigid/unfolded-and-
flexible tails mimicking our all-atom findings to help character-
ize how transient secondary structural elements in the different
histone tails impact chromatin compaction.
We find that the H3 and H4 wild-type histone tails have

dominant roles in mediating internucleosome interactions
(Figure S9). Figure 5b reveals that for the two different types
of chromatin arrays analyzed (linker DNAs lengths of 35 bp
and 62 bp), even a small presence of folded histone tails (>5%)
induces chromatin fiber unfolding. Thus, structure-rich
collapsed histone tails, for example by H4K16Ac, are consistent
with weaker internucleosome contacts and accordingly poorer
chromatin compaction.
We also see that chromatin decondensation due to histone

tail folding is linker-DNA length dependent. For 62-bp DNA
linkers, histone tail folding has an additive effect on chromatin

Figure 4. Internucleosome interactions within dinucleosomes mediated by the H4 tail and its monoacetylated H4K16Ac version. (a) Illustration of
the first simulation setup (setup a). The H4 tails extend from their point of attachment in their parent nucleosome toward the acidic patch of their
neighboring nucleosome. The H4 tail of the top and bottom nucleosomes are highlighted in green and purple, respectively. At the right, we zoom in
into the acidic patch region highlighting the acidic patch residues in red (H2A: E56, E61, E64, D90, E91, E92 and H2B: E102, E110) and showing
the positive H4-tail residues with sticks but omitting nonpolar hydrogens for clarity. (b) Illustration of the second simulation setup (setup b). The
H4 tails extend from their point of attachment in their parent nucleosome toward the nucleosomal DNA. (c) For both setups, total number of
histone tail-DNA/protein contacts (tail and DNA atoms closer than 0.3 nm) mediated by the wild-type H4 tail (WT) versus the acetylated version
(Ac) separated as tail/DNA of neighboring nucleosome (Neighbor’s DNA), tail/DNA of parent nucleosome (Parental DNA), total neighboring +
parent tail/DNA (Total DNA), tail/protein of neighboring nucleosome (Neighbor’s Protein), tail/protein of parent nucleosome (Parental Protein),
tail/total (neighboring DNA + neighboring protein; Total Internucleosome). The red bars show the results for setup a and the blue bars the results
for setup b. The bars corresponding to dinucleosomes containing wild-type or acetylated H4 versions have black and cyan borders, respectively.
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decondensation; fiber opening requires the simultaneous
folding of various types of histone tails, with H3- followed by
H2B-tail folding being the most influential. When >50% of all
histone tails are folded, the opening effect is similar to
immersing the fibers in a low salt environment (Figure 5c).
Indeed, these fibers with fully folded histone tails show no salt-
dependent compaction. Although the structure of 35-bp linker-
DNA chromatin is more resistant overall to histone tail folding,
due to higher mechanical constraints imposed by the shorter
linker DNAs, folding of either H4 or H3 tails can decrease the
compaction to near low-salt values. A 30% presence of H4
K16Ac has been shown to be sufficient to almost fully
decompact chromatin without LH2d and a 55-bp linker-DNA.
For both linker DNAs, we verified that the crucial reduction

of internucleosomal contacts we observe is not to charge
reduction per se by repeating calculations for wild-type histone
tails conformations, where the bead charges corresponding to
H4K16Ac or H3K14Ac were reduced by 1 e to mimic charge
neutralization due to lysine monoacetylation. Charge reduction
did not change the computed packing ratios (Figure 5c),
suggesting that epigenetic marks, such as lysine acetylation, do
not induce fiber decompaction through charge neutralization
per se, but through a cooperative multiscale mechanism
involving the dramatic reduction of crucial stabilization of
internucleosome interactions due to unavailability of flexible
histone tails for potential contacts. Thus, we expect that other
factors that enhance tail order and limit their availability, like
protein binding, will have similar effects.

■ DISCUSSION

Using a tailored multiscale modeling approach, we show that
wild-type histone tails are highly flexible and mostly disordered
protein regions and that these characteristics of histone tails
facilitate contacts with nonparent nucleosomes because
unstructured tails have larger interaction surface areas, and
thus more potential binding opportunities. In addition, despite
being mostly unstructured, wild-type histone tails adopt a wide
range of different transient and short secondary structural
motifs that might facilitate binding to various molecules (e.g.,
histones, DNA, and chromatin remodellers) through a
conformational selection mechanism. Thus, histone tail
disorder and flexibility are crucial regulators of chromatin
structure, not only by affecting internal interactions but also
recruitment of other molecules. Another important aspect of
histone tail flexibility and disorder is to ensure that a larger
fraction of the tail residues are exposed to the solvent, where
they are more readily available to epigenetic-modifying
enzymes.
Our studies also reveal that lysine acetylation decreases the

tail’s flexibility and increases their secondary structure folding
propensity in a sequence-dependent manner. Indeed, although
charge reduction by polyacetylation is greater, H4 polyacety-
lation of lysines 5, 8, 12, and 16 has a negligible effect in the
characteristics of the tails, when compared to single K16
acetylation. Our dinucleosome simulations combined with our
coarse-grained modeling further reveal that the structuring
effect of lysine acetylation limits the ability of the tails to

Figure 5. Analysis of the effects of the folding of the histone tails on the compaction of chromatin fibers. (a) Illustration of the coarse-grained model;
nucleosome-charged surfaces are shown in gray, linker DNA beads in red, and histone tail beads in green (H4), cyan (H3), magenta (H2B), yellow
(H2A), and orange (H2A C-tail). (b) Effects of histone tail folding concentration on the compaction of chromatin measured through packing ratios
of 24-nucleosome system with two different linker-DNA lengths (35 and 62 bp). The left section of the graph describes how the relative packing
ratio (see Supporting Information) decreases as the concentration of the folded tails increases. The relative packing ratios varies between 0% for a
fully unfolded fiber at low salt concentrations (10 mM NaCl) and 100% for a compact conformation at physiological salt (150 mM NaCl) and no
folded tails (0% folded tails). The right section of the graph compares the effects of having 100% folded tails (black: all tails, green: H4 tail, or cyan:
H3 tail) or reducing the charge by 1e to mimic the effect of acetylation but keeping the tails fully flexible. (c) Simulation snapshots for the 62-bp
linker-DNA system with fully folded and flexible tails.
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extend, reach nucleosome neighbors, and establish a range of
crucial protein−protein and protein−DNA chromatin-com-
pacting internucleosome interactions. This compromise leads
to chromatin fiber opening.
Our results agree with a study that combines short (60 ns per

replica) REMD of H4 and H4K16Ac tails in explicit solvent
with umbrella sampling simulations of DNA/tail systems and
demonstrates that such modification decreases the tail disorder
and increases the tail/DNA bind affinity.13a The study further
hypothesizes that K16Ac might induce chromatin decom-
paction through increase of the tail/parental DNA interactions
and the sequestration of the H4 tail into its own nucleosome.
Our dinucleosome simulations reveal that H4K16Ac limits the
interactions of the tail with both the neighboring protein and
DNA, and our coarse-grained simulations demonstrate that
enhanced rigidity of the histone tails decreases the compaction
of the chromatin fiber dramatically.
In addition, we find that the effect of acetylation in tuning

fiber compaction is linker-DNA dependent. Our coarse-grained
model suggests that H4 modifications that reduce the tail’s
flexibility have a stronger effect in chromatin with shorter linker
DNAs (<62 bp) without LHs, while modifications of H3 tails
will affect longer linker DNA arrays more strongly. This can be
explained by the position and length of these histone tails. The
H4 tail is more important for short linker DNAs because of its
optimal position on the nucleosome surface, while the much
longer H3 tail can reach its nonparental DNA and nucleosome
neighbors more easily when they are further away in longer
NRL fibers. This is consistent with experiments showing that
H4K16Ac is present in decondensed yeast chromatin (linker
DNA ∼18 bp55),56 where 80% of H4K16 residues are
acetylated,56 and in active male-X Droshopila chromosomes
(linker DNA ∼43 bp64),65 while H4K12Ac is preferentially
found in compact yeast chromatin.57 Furthermore, within the
H4 tail, residues 14 to 24 of H4 are essential for the
condensation of 30-bp linker-DNA chromatin arrays.66

H4K16Ac also opens chromatin fibers in 20-bp linker DNA
12-unit reconstituted arrays2c and in 55-bp linker DNA 60-unit
arrays in the absence of LHs.2d

■ CONCLUSION
Our multiscale study sheds light into the structure and
dynamics of the histone tails and identifies a mechanism by
which epigenetic modifications can modulate the degree of
compaction of chromatin and the corresponding accessibility of
the DNA. Our results suggest that the disordered nature of
wild-type histone tails controls chromatin compaction and
promotes the recycling of the same histones to recruit a range
of different molecular partners. Structural disorder and
flexibility thus allows histone tails to perform two crucial
functions: (a) contact neighboring nucleosomes and linker
DNAs to directly promote chromatin compaction, and (b)
interact with nonhistone proteins for indirect chromatin
structure regulation.
That the flexibility of histone tails, which favors internucleo-

some interactions, can be decreased by lysine acetylation to
induce different levels of global chromatin decondensation
underscores that this increased structural order of the tails upon
acetylation is not merely a charge reduction phenomenon, but a
subtle sequence-specific effect. Thus, the decrease of inter-
nucleosome interactions through acetylation is due to the
inability of the structured histone tails to extend and reach their
neighboring nucleosomes, rather than reduced binding with

DNA.67 Furthermore, we propose that the effects of acetylation
on chromatin compaction are linker DNA-length dependent,
with H4 modifications being most important for short-to-
medium linker DNAs (<62 bp), and H3 modifications being
most important for medium-to-long linker DNAs (>62 bp).
Taken together, our multiscale computational results reveal a

molecular mechanism by which an epigenetic modification of
the histone tails controls chromatin structure. This key role of
histone tail flexibility on chromatin compaction might also help
explain how molecules that remodel chromatin by binding to
the tails might act to modify gene expression. These results
provide a compelling illustration of the manner by which subtle
modifications of the molecular structure of histone tails can
profoundly impact chromatin structure and in turn gene
expression. Our work also opens new avenues for multiscale
computations of complex biological systems.
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